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1 Algorithms for Permutation Groups

Many basic tasks associated with a permutation group G ≤ Sn can be solved in time poly(n).

Describing G: First note that order of G can be as large as n! and so exponential in n. Still one
does not have to specify G by giving its multiplication table. Intead we can specify G by describing
a set S ⊆ G such that G equals the set generated by S. Hopefully such a generating set is much
smaller than n!, and indeed this is true, of every minimal generating set.

Definition 1 ((Minimal) Generating Set:) For set S ⊆ G, let 〈S〉 , {σ1 · · ·σk|σ1, . . . , σk ∈
S ∪ S−1} denote the subgroup of generated by S. (Here S−1 = {σ−1|σ ∈ S}. Note that for finite
groups, we can replace S ∪S−1 by just S. Why?) We use the convention that 〈∅〉 = {e}. We say S
generates G if 〈S〉 = G. We say S is a minimal generating set if G 6= 〈T 〉 for every proper subset
T ⊂ S.

Proposition 2 If S is a minimal generating set of a finite group G, then |S| ≤ log2 |G|.

Proof: Let S = {σ1, . . . , σk}. For 0 ≤ i ≤ k, let Ti = {σ1, . . . , σi}. We claim that 〈Ti−1〉 � 〈Ti〉:
By definition 〈Ti−1〉 ≤ 〈Ti〉 and if they are equal then σi ∈ 〈Ti−1〉 and so σi ∈ 〈S − {σi}〉 implying
G = 〈S − {σi}〉 contradicting the minimality of S.

But now we are done, since now we must have |〈Ti〉| ≥ 2 · |〈Ti−1〉| (the order of every subgroup
divides the order of the group). So by induction we have |〈Ti〉| ≥ 2i and so |G| = |〈Tk〉| ≥ 2k = 2|S|.

We conclude from the above that if S is a minimal generating set of a subgroup G ≤ Sn then
|S| ≤ log(n!) = O(n log n). Thus G can be specified with poly(n) bits. Interestingly enough, many
algorithmic questions can also be decided in time polynomial in n. Two central problems are:

Membership Problem: Given S ⊆ Sn and π ∈ Sn, determine if π ∈ G , 〈S〉.

Order Problem: Given S ⊆ Sn, determine the order of G , 〈S〉.
Both can be solved in time polynomial in n. Today we will describe an algorithm for the former

problem.
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2 Overview of rest of the lecture

1. We will start by defining a notion of a Strong Generating Set (SGS).

2. We will show that if we have an SGS for a group G then membership testing is straightforward.

3. We will finally give an algorithm for computing an SGS of G. Its run time will be obviously
bounded by a polynomial in n, but correctness will not be obvious.

4. We will analyze the correctness of the SGS finding algoriothm.

3 Stabilizers, Types, and Strong Generating Sets

In order to motivate the definitions of this section, the idea we have in mind is that to generate
the permutation π in G, we will find a “rich” enough generating set T (different that the set S
given to us) that will allow use to generate π by first providing an element of T that corrects the
first coordinate of π, and then operating on π so that this coordinate remains fixed in all future
iterations. So at the beginning of iteration i we would have found τ1, . . . , τi−1 ∈ T such that
(τi−1 ◦ · · · ◦ τ1)−1(j) = π−1(j) for every 1 ≤ j ≤ i− 1 and in the jth iteration we will find τi such
that this property extends to j = i also. The needed condition on τi is that τi(j) = j for j < i and
τ−1i (i) = π−1(i). A set T that allows us to find such elements τi is called a Strong Generating Set
and we formalize all this below.

The idea of looking at subgroups of a group that fix some set of elements and only affect the
others is a central one. The concept of a stabilizer is associated with this study. Even though we
don’t use this terminology much below, let us introduce it anyway. Given X ⊆ [n], let stabX(G) =
{σ ∈ G|σ(i) = i∀i ∈ X}. (For example in a Rubik’s cube, if G corresponds to all the legal moves,
GX might be used to determine all the moves that do not disturb the top face — for an appropriate
choice of X). For our purpose we will be happy enough with the subsets X of the form {1, . . . , i}.
For i ∈ {0, . . . , n} we let Gi = stab{1,...,i}(G), i.e., the subgroup that fixes the elements 1 to i.

Definition 3 ((Extended) Types) For σ ∈ Sn, we let the type of σ, denoted type(σ), be the
smallest integer i which is not fixed by σ, i.e., i is the integer such that σ(1) = 1, . . . , σ(i−1) = i−1
and σ(i) 6= i. (For σ ∈ G, σ ∈ Gtype(σ)−1 but σ 6∈ Gtype(σ).) We also define the extended type of σ,
denoted etype(σ), to be the pair (i, j) where i = type(σ) and j = σ−1(i). Note j > i.

Finally we define a strong generating set.

Definition 4 ((sub) Strong Generating Set (subSGS)) A set T ⊆ G is said to be a Strong
Generating Set (SGS) of G if for every (i, j) such that there exists π ∈ G with etype(π) = (i, j),
there exists a unique element τ ∈ T with etype(τ) = (i, j). A set T is a subSGS for G if it is a
subset of an SGS for G. Equivalently1, T contains at most one element of every type (i, j).

1This equivalence is not syntactic. You should really check that this holds!
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4 Membership Algorithm using an SGS

We now formalize the natural algorithm which we hoped to use when defining the notion of an
SGS. This algorithm will not only help decide membership, but also help us note that the SGS is
indeed a generating set of G.

Reduce(π, T ) /* Returns e iff π ∈ G, if T is a generating set of G */
If π = e return (e).
Else if there exists τ ∈ T with etype(τ) = etype(π) Return (Reduce(π ◦ τ−1, T ))
Else Return(π).

We now analyze the algorithm above:

Correctness: We now claim that the algorithm returns e if and only if π ∈ G. This is so by
induction on the number of recursive calls of the algorithm (which we assume to be finite, and
prove in the next para). If π = e then obviously π ∈ G and the algorithm returns e. Now if the
algorithm does not find τ ∈ T with etype(τ) = etype(π) then π 6∈ G since otherwise an SGS should
contain a representative of the type of π. Finally we consider the case that the algorithm makes a
recursive call. In this case we have that τ ∈ T ⊆ G and so π ∈ G⇔ π ◦ τ−1 ∈ G. By induction the
algorithm returns e on input π ◦ τ−1 if and only if π ◦ τ−1 ∈ G which holds if and only if π ∈ G,
concluding the claim.

Running time: Next we claim that the algorithm makes at most n recursive calls. In particular
we claim that type(π) < type(π ◦ τ−1). This is easily verified. Since type(π) = type(τ) = i, we
have for k < i, π(τ−1(k)) = π(k) = k. Furthermore, we also have π−1(i) = τ−1(i) = j (since
etype(π) = etype(π) = (i, j)). So π(τ−1(i)) = π(j) = i. Thus type(π ◦ τ−1) > i = type(π). Thus
after each recursive call the type increases. Since 1 ≤ type(π) ≤ n, we have that the algorithm
makes at most n recursive calls.

We conclude that there is a polynomial time algorithm to decide if π ∈ G given a strong
generating set T for G.

Lemma 5 Algorithm Reduce(π, T ) runs in time poly(n) and returns e if and only if π ∈ G.

Some additional facts that the argument describes above will be useful in what follows. Suppose
T is a subSGS for G and suppose we run Reduce on π ∈ G. Let the algorithm run for k iterations,
discovering τ1, . . . , τk ∈ T before reporting σ. We have the following:

1. π = σ ◦ τk ◦ · · · ◦ τ1. In particular if T is an SGS then σ = e and π = τk ◦ · · · ◦ τ1 ∈ 〈T 〉.

2. σ ∈ G.

3. type(τi) > type(τi−1) for every i.

4. type(σ) 6= type(τ) for every τ ∈ T and so T ∪ {σ} is also a subSGS for G.

We summarize the observation from Item (1) above as a proposition, before turning to the task
of building a strong generating set.

Proposition 6 Every SGS is also a generating set.
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5 Constructing an SGS

The hope for constructing an SGS is simple. We will start with an empty subSGS T and iteratively
add elements to T till we are done. Since the numer of distinct types is at most

(
n
2

)
this takes at

most
(
n
2

)
= O(n2) iterations. The main question is how to find elements to add to T . We can start

with the elements of S and Reduce them with the current T and if the output is not e, we can
add the resulting element to T . (See Item (4) above.) But what do we do once we are done with
elements of S? We could now try products of pairs of elements in S. Then triples, and so on. But
when do we stop?

A somewhat better strategy turns out to be to try products of elements in S∪T . Certainly this
is legitimate too. Somewhat remarkably, this suffices! We assume this to describe the algorithm
and analyze its run time, and prove correctness in the next section.

Build-SGS(S) /* Returns SGS T for G = 〈S〉 */
Initialize T ← ∅.
While ∃ σ, ρ ∈ S ∪ T ∪ {e} such that τ ,Reduce(σ ◦ ρ, T ) 6= e

T ← T ∪ {τ}
endwhile

Return(T )

Runtime analysis: Let |S| = `. Note that the input size is ` · n. The number of iterations of
the while loop is at most O(n2). Each iteration requires trying out at most (`+n2)2 possible pairs
σ, ρ and running Reduce on them (which in turn takes O(n) iterations each of which takes O(n)
time). Putting all this together we get (not-so-respectable-but-nevertheless) polynomial running
time in `+ n.

However the correctness is not so obvious. It is clear that at all times we have a subSGS. But
do we have an SGS at the end? We prove this in the next section.

6 Correctness Analysis

Our goal now is to show that when the algorithm stops it returns an SGS. We start with a weaker
claim.

Lemma 7 If Build-SGS(S) returns T , then 〈S〉 = 〈T 〉.

Proof: Since T is always (through every iteration) a subset of 〈S〉, it suffices to show that at
the end of all iterations, S ⊆ 〈T 〉. By the termination condition, taking ρ = e, we know that for
every σ ∈ S, Reduce(σ, T ) = e. By Observation (1), we have that σ = τ1 ◦ · · · ◦ τk for some
τ1, . . . , τk ∈ T , and so σ ∈ 〈T 〉. We conclude

So it suffices to prove the following fact which we promote to a “theorem” to conclude the
correctness of the algorithm above.

Theorem 8 If T ⊆ Sn satisfies for every σ, ρ ∈ T ∪ {e}, Reduce(σ ◦ ρ, T ) = e, then T is an SGS
for 〈T 〉.
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Let us start with some notation that will prove useful. For a subSGS T , let

|T 〉 , {τk ◦ · · · ◦ τ1|τ1, . . . , τk ∈ T, type(τ1) < type(τ2) · · · < type(τk)}.

Note that |T 〉 is exactly the set of elements π such that Reduce(π, T ) = e. In terms of this
notation, we wish to show that if σ ◦ ρ ∈ |T 〉 for every σ, ρ ∈ T ∪ {e} then |T 〉 = 〈T 〉.

Before rushing into the proof, lets think of the potential strategy. We will use a careful induction
to keep the proof tame. Suppose we wish to show π = τ1 ◦ · · · ◦ τm ∈ |T 〉. We can use induction
on m to assume π′ = τ1 ◦ · · · ◦ τm−1 ∈ |T 〉 and so π′ = τ ′k · · · τ ′1 for some τ ′1, . . . , τ

′
k ∈ T with

type(τ ′i) < type(τ ′i+1). So π = τ ′k · · · τ ′1 ◦ τm. If k < m − 1 we would be done by the length of
the sequence, but we have no way of assuming this. If type(τ ′1) > type(τm) then also we would
be done since this would prove π ∈ |T 〉 by definition of |T 〉. We need to deal with the case where
type(τ ′1) ≤ type(τm). This would probably be a good time to look at the assumption about T ! It
tells that for any pair of elements in T their product is in |T 〉. Let us apply this to τ ′1 and τm. We
get that we can write τ ′1 ◦ τm = α` · · ·α1 with αi’s having increasing types as we increase i. We
now stare at the result π = τ ′k · · · τ ′2 ◦ α` · · ·α1 and wonder what progress we’ve made? [DRAW
PICTURE HERE] It turns out that we managed to push the element of the least type all the way
out to the end, and this is actually progress. The reason being if we could assume by induction that
π′′ = τ ′k · · · τ ′2 ◦ α` · · ·α2, by virtue of having higher type than π, is also in |T 〉 and equals βt · · ·β1
then πβt · · ·β1 ◦ α1 would be a product of decreasing types and also live in |T 〉. A few things need
to be checked to make sure all the above worked. Is it really the case that π′′ has a higher type
than π? Is the final product really one of decreasing types. And is that induction really legit? We
had both the length of the sequence m and the type of π as induction variables. How do we blend
the two? Well ... we do it with care.

Define the type of a sequence τ1, . . . , τm to be the minimum of the types of the elements in the
sequence. We prove that for every finite sequence τ1, . . . , τm, the product τ1 · · · τm ∈ |T 〉 first by
reverse induction on the type of the sequence (i.e., we assume it is true for all types in {i+1, . . . , n}
and then prove it for sequences of type i) and then by induction on the length of the sequence (so
we can assume τ1 · · · τm− 1 ∈ |T 〉 because it has type no smaller than τ1, . . . , τm, and furthermore
it is of smaller length.

It turns out the above can now all be carried out as a formal proof - but we skip the details
since it is repetitive and we are tired.
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